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Abstract- Recent wireless communication standards such as 3GPP-LTE, WiMax, DVB-SH and HSPA incorporates turbo code for its excellent performance. This work provides an overview of the novel class of channel codes referred to as turbo codes, which have been shown to be capable of performing close to the Shannon Limit. It starts with a brief discussion on turbo encoding, and then move on to describing the form of the iterative decoder most commonly used to decode turbo codes. Here, Turbo decoder uses original MAP algorithm instead of using the approximated Max log-MAP algorithm thereby it reduces the number iterations to decode the transmitted information bits. This paper presents the FPGA (Field Programmable Gate Array) implementation simulation results for Turbo encoder and decoder structure for 3GPP-LTE standard.
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I. INTRODUCTION

Modern wireless communication standards rely on powerful channel coding to ensure reliable (error free) transmission. Channel coding introduces a controlled amount of redundancy into the transmitted data stream, which is then exploited in the receiver to correct transmission errors induced by noise or interference present in the wireless channel. Turbo codes, first proposed in 1993 [1], represent a breakthrough in channel coding techniques, since they have the potential to enable data transmission at rates close to the Shannon limit. They have been adopted for error control coding in the high speed downlink packet access (HSDPA) standard by the third-generation partnership project (3GPP), which considerably enhance the throughput for data-centric 3G modems. LTE specifies the use of turbo-codes to ensure reliable communication.

Turbo codes were introduced in 1993 by Berrou, Glavieux and Thitimajishima [1], [2], reported extremely impressive results for a code with a long frame length. Since its recent invention, turbo coding has evolved at an unprecedented rate and has reached a state of maturity within just a few years due to the intensive research efforts of the turbo coding community. Simply put, a turbo code is formed from the parallel concatenation of two codes separated by an interleaver. Although the general concept allows for free choice of the encoders and the interleaver, most designs follow the ideas:

• The two encoders used are normally identical

• The code is in a systematic form, i.e. the input bits also occur in the output

• The interleaver reads the bits in a pseudo-random order.

The remainder of the paper is organized as follows. Section II reviews the principles of turbo-encoding and decoding and details the algorithm used for SISO decoding and interleaver architecture presented. The FPGA implementation Architecture presented in section III and Simulation results for turbo codes presented in section IV and we concluded in section V.

II. SYSTEM OVERVIEW

A. TURBO CODES

Turbo codes, capable of achieving close-to-Shannon capacity and amenable to hardware-efficient implementation, have been adopted by many wireless communication standards, including HSDPA and LTE. The turbo encoder specified in the LTE standard is illustrated in Figure 1 and consists of a feed-through, two 4-state recursive convolutional encoders (CEs), and an interleaver. LTE employs a rate 1/3 parallel concatenated turbo code. The corresponding encoder is comprised of two rate 1/2 recursive systematic convolutional encoders, as shown in Figure 1.

The first component encoder receives un-coded (systematic) data bits x_k in natural order and outputs a set of parity bits y_k. The second CE receives an interleaved sequence x_{n[k]} of the information bits, where stands for the interleaved address associated with address, and generates a second sequence of
parity bits The systematic bits and the two sets of parity bits are then modulated onto an analog waveform (according to the employed communication standard) and sent over the radio channel. On the other side of the wireless link, a demodulator is responsible for the reconstruction of the transmitted bits from the received signal. However, since this signal is usually distorted by noise and interference, the demodulator can only obtain estimates of the systematic and two sets of parity bits. These estimates are provided to the subsequent turbo decoder in the form of log-likelihood ratios (LLRs), and which express the ratio between the probabilities of the transmitted bits being 0 and being 1, given the received analog signal.

The decoder information is cycled around the loop until the soft decisions converge on a stable set of values. The latter soft decisions are then sliced to recover the original binary sequence.

B. TURBO DECODING ALGORITHM
Decoding of turbo codes is usually performed with the BCJR algorithm. The basic idea behind the turbo decoding algorithm is to iterate between two soft-input soft-output (SISO) component decoders as illustrated in Figure 2. It consists of a pair of decoders which work cooperatively in order to refine and improve the estimate of the original information bits. The first and second SISO Decoder performs decoding of the convolutional code generated by the first or the second CE, respectively. A turbo-iteration corresponds to one pass of the first component decoder followed by a pass of the second component decoder. The operation performed by a single component decoder is referred to as a half-iteration.

The component decoders compute a-posteriori probabilities of the transmitted systematic bits from the LLRs of the (interleaved) systematic bits, the associated parity bits and the a-priori information ). The latter is set to zero for the first half-iteration in the first turbo iteration. In subsequent iterations, each component decoder uses the so-called extrinsic information ) of the other component decoder in the preceding half-iteration as a-priori information.

\[
L_a(x_k) = L_{\text{map}}(x_k) - \{L_a(x_k) + L_e \ast (x_k^b)\}
\]  

The numerator sum is over all possible state transitions associated with a ‘1’ data bit, and the denominator over all possible state transitions associated with a ‘0’ data bit. After simplification a posteriori likelihood ratio can be written as

\[
L_{\text{map}}(x_k) = \log \left( \frac{\Pr[x_k = +1|y]}{\Pr[x_k = -1|y]} \right)
\]  

Where \( \gamma_k(s,s) \) represents the Branch metric computation for trellis at time instant ‘k’ moving from predecessor state s to present state s can be calculated by

\[
\gamma_k(s,s) = \exp \left( \sum_{i=1}^{k} \left[ x_{k} \cdot L_i(x_k) + x_{k} \cdot L_i \cdot x_{k} + R_i \cdot L_i \cdot L_i \cdot x_{k} \right] \right)
\]
D. INTERLEAVER

The choice of the interleaver is a crucial part in the turbo code design. Interleavers scramble data in a pseudo-random order to minimize the correlation of neighboring bits at the input of the convolutional encoders. In this work, Quadratic Polynomial Permutation (QPP) interleaver is used. For an information block size $K$, address computation of QPP interleaver of size $K$ is defined by the following polynomial

$$
\pi(i) = (f_1 \times i + f_2 \times i^2) \mod K
$$

Where $0 \leq i \leq K - 1$ the sequential index of the bit position after interleaving is $\pi(i)$ is the bit index before interleaving corresponding to position ‘$i$’, and $f_1$ and $f_2$ are the coefficients that define the permutation. Possibilities of these coefficients are related to the factorization of $K$. For e.g., when $K$ is even, the conditions are:

- $f_1$ is odd (relatively prime to $K$), and
- All prime factors of $K$ are also factors of $f_2$.

III. FPGA IMPLEMENTATION

The above Figure 3 represents the Field Programmable Gate Array (FPGA) architecture of Turbo decoder structure using the MAP algorithm. The ‘3input RAM’ receives and stores the systematic and parity bits sent through the channel. After receiving data, ‘Gamma computation’ calculates all the branch metrics according to the trellis diagram for all states using equation (4) and stores them in the ‘Γ–RAM’. The ‘α-computation’ calculates the forward state metrics using above mentioned equation (5) and computes during the forward recursions. The ‘β-computation’ calculates the backward state metrics using above mentioned equation (6) and computes during the backward recursions. The log likelihood ratio is computed by using the ‘LLR computation’ which uses the equation (3). The generated LLR is also known as the a-priori information generated from the corresponding SISO decoder. The extrinsic information can be generated by using the equation (1) and it can be done by adder shown in the above figure3. After interleaving, the generated extrinsic information acts as a-priori information to the other decoder.

IV. RESULTS

E. TURBO ENCODER OUTPUT

Figure 4. Output of Turbo encoder

The information bits and the parity bits are mapped to symbols then transmit over the wireless medium.
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F. SISO DECODER OUTPUT

- x [in] - Received Systematic bits
- p1 [in] - Received Parity1 bits
- p2 [in] - Received Parity bits
- gamma1 to gamma8 [out] - Computed Branch metrics of iteration 1 for SISO decoder 1 using the equation (4).

G. TURBO DECODER OUTPUT

In the figure 9, p1, p2 represents the received noisy systematic, parity1, parity2 bits respectively, which are inputs to the turbo decoder. 'le_dcdr1_itrn1' represents the extrinsic information generated from the SISO decoder1 for the first iteration. The decoded information bits are same as transmitted bits except 1-bit error in the 3rd position. 'y_dcdr1_itrn1' represents the decoded information bits from the decoder1. Hence, the further iterations will correct the existing errors and generates the stable convergence results. 'le_dcdr2_itrn1' represents the extrinsic information generated from the SISO decoder2 for the first iteration; 'y_dcdr2_itrn1' represents the decoded information bits from the decoder1. These are same as transmitted information bits but it is in the interleaved form. Even if proceed for further iterations will also produce the same results.

V. SYNTHESIS REPORT

<table>
<thead>
<tr>
<th>Logic utilization</th>
<th>Used</th>
<th>Available</th>
<th>Utilization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of slice LUTs</td>
<td>139258</td>
<td>303600</td>
<td>45%</td>
</tr>
<tr>
<td>Number of bonded IOBs</td>
<td>1200</td>
<td>700</td>
<td>184%</td>
</tr>
<tr>
<td>Number of DSP48E1s</td>
<td>456</td>
<td>2800</td>
<td>16%</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

This work provides brief discussion on one of the optimal channel coding technique such as Turbo...
codes and gave brief analysis about the turbo encoder and decoder structure. In the turbo encoder side, FPGA simulation results have been generated for the parity bits of each individual convolutional encoder and overall rate 1/3 concatenated turbo code also generated and the simulation results are verified with the manual calculations. With respect to the turbo decoder, SISO decoder uses the MAP algorithm for decoding process. The SISO decoder FPGA results presented and also shown the turbo decoder output results for multiple iterations and these results are verified with the manual calculations.
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