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Abstract: 
 
In this paper, we propose a modified meta-
learning model, which is a LSTM-based 
meta-learning algorithm. Deep learning 
model learns through gradient back 
propagation. However, the gradient-based 
optimization method is not suitable for few-
shot learning, and it is difficult to converge 
to an ideal state under fewer updates. Thus, 
a LSTM is used to learn a method to update 
the parameters of deep neural network 
(learner). On the basis of the original model, 
we modify the loss function L of the model 
considering the loss of the learner in the 
learning process, so that the performance of 
the model is more stable, the convergence is 
faster and the generalization ability is 
improved.   
Keywords: deep neural network, modified 
meta-learning model, LSTM, Machine 
Learning 

 
1 Introduction 
Since its explosion in 2012, deep learning 
has revolutionized computer visionK. He et 

al.(2016), speech recognition A. v.d. Oord et 
al.(2016), translation Y. Wu et al.(2016), 
games V. Mnih et al.(2015) and Go D. Silver 
et al.(2016). However, as we all know, the 
success of deep learning is completely 
dependent on the amount of data and 
powerful computing resources. In the face of 
a new task, the model has to be retrained, 
which is very time-consuming and laborious. 
For example, in face recognition, an 
individual can often remember and 
recognize faces after looking only for few 
times L. A. Schmidt (2009), whereas today’s 

deep learning requires thousands of images 
to do so. Therefore, how to enable artificial 
intelligence to have the ability of fast 
learning has become a frontier research 
problem. 
 
Meta-learning, also known as learning to 
learn, aims to design models that can 
quickly learn new skills or adapt to new 
environments with a small number of 
training examples D. K. Naik and R. J. 
Mammone (1992),J. Schmidhuber(1987),S. 
Thrun and L. Pratt.(2012).There are three 
common approaches :1) Learn a valid 
distance metric:G. Koch et al.(2015), F. 
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Sung et al.(2018),O. Vinyalset al.(2016). 
(metric-based); 2) a circular network using 
external or internal memory: T. Munkhdalai 
and H. Yu.(2017),A. Santoroet al.(2016). 
(model based); 3) Optimize model 
parameters to achieve fast learning: C. Finn 
et al.(2017),A. Nicholet al.(2018),S. Ravi 
and H. Larochelle.(2016). (Optimization 
based). We expect a good meta-learning 
model to adapt or generalize well to new 
tasks and new environments that are never 
encountered during training. The adaptation 
process, which is essentially a small learning 
process, occurs during testing, but exposure 
to the new task configuration is limited. 
Eventually, the adjusted model can perform 
the new task.  
 
Meta-Learning, or so-called Learning to 
learn, has become another important 
research branch in Machine Learning. 
Different from traditional deep learning, 
meta-learning can be used to solve one-to-
many problems and has a better performance 
in few-shot learning which only few samples 
are available in each class. In these tasks, 
meta-learning is designed to quickly form a 
relatively reliable model through very 
limited samples. In this paper, we propose a 
modified LSTM-based meta-learning model, 
which can initialize and update the 
parameters of classifier (learner) considering 
both short-term knowledge of one task and 
long-term knowledge across multiple tasks. 
We reconstruct a Compound loss function to 
make up for the deficiency caused by the 
separate one in original model aiming for a 
quick start and better stability, without 
taking expensive operation. Our 
modification enables meta-learner to 
perform better under few-updates. 

Experiments conducted on the Mini-
ImageNet demonstrate the improved 
accuracies. 
 
2 Model 
In this section, we will go through the details 
of modified meta-learner model. 

2.1 Model description 
Our model is a modification of Meta-
Learner proposed by S. Ravi and H. 
Larochelle. (2016). Two neural networks are 
involved in this model. Let’s denote the 

learner, which is the model for dealing the 
task, as M with the parameters θ, meta-
learner, which updates learner’s parameters, 

as R with the parameters Θ. Learner Mis a 
CNN with 4 convolutional layers, each of 
which is a 3 × 3convolution with 32 filters, 
followed by batch normalization, a ReLU, 
and a2 × 2 max-pooling. Generally, a 
gradient-based update of learner can be 
expressed as 

𝜃𝑡 = 𝜃𝑡−1 − 𝛼𝑡 ▽𝜃𝑡−1 ℒ𝑡 (1) 

Where tis the time step and αt is the learning 
rate of current step, and let’s take a close 

look at cell state update in LSTM:S. 
Hochreiter and J. Schmidhuber (1997). 

𝑐𝑡 = 𝑓𝑡 ⊙ 𝑐𝑡−1 + 𝑖𝑡 ⊙ 𝑐�̃� (2) 

And with 𝑓𝑡 = 1 , 𝑖𝑡 = 𝛼𝑡 , 𝑐𝑡 = 𝜃𝑡 , �̃�𝑡 =
−▽𝜃𝑡−1 ℒ𝑡we can have 

𝑐𝑡 = 𝜃𝑡 = 𝜃𝑡−1 − 𝛼𝑡 ▽𝜃𝑡−1 ℒ𝑡  (3) 

Which means, cell state in LSTM is the 
parameters of learner, and LSTM will 
update these parameters through updating its 
own cell state, so that LSTM 
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Figure 1: Graph of the Meta-learner’s training process for one episode. (Xi,Yi) and (Xk,Yk) are the 
samples from the Dtrain, Dtestrespectively. 
 
can value how a history of gradients benefits 
the gradient update and enable the learner to 
adapt to a new task easily. Thus, for meta-
learner Rwe use a 2-layer LSTM, where the 
first layer is a normal LSTM and the second 
layer is meta-lstm. The gradient and loss are 
preprocessed and input into the first layer 
LSTM to get the regular gradient 
coordinates and the second layer of LSTM is 
used to implement the update of parameters 
θ. The meta-learner shares the same cross 
entropy loss as learner, and updated every 
episode by Adaptive momentum. 
 

2.2 Training & Update 
 

Now, let’s explain the training process of the 

model where the modifications are made. 
The training process is shown as Figure1. In 
a single episode, learner will be trained on 
Dtrain for a series update. For each epoch, the 
loss function can be described as 

ℒ𝑖 = ℒ(𝑀(𝑋𝑖; 𝜃𝑡−1), 𝑌𝑖)   (4) 

Then we can have the average of the loss 
over a training episode 
ℒ𝑎𝑣𝑔 =

1

𝑇
∑𝑇
𝑖=1 ℒ(𝑀(𝑋𝑖; 𝜃𝑡−1), 𝑌𝑖)     (5) 

    

The final state of the learner parameter θTis 
used to train the meta-learner on Dtest and we 
can have the loss of meta-learner 

ℒ𝑘 = ℒ(𝑀(𝑋𝑘; 𝜃𝑇), 𝑌𝑘)          (6) 
   

In the original model, only ℒ𝑘is considered 
to update the parameters of meta-learner, 
which means, the parameters of Meta-
learner are only updated at the end of an 
episode, the purpose of asynchronous update 
was to prevent model instability caused by 
frequent parameters change. But our 
observation is that the learner itself also 
exhibits instability during one episode, 
especially in the first few rounds. There is a 
large discretization in accuracy and loss of 
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Learner in training, so we think that the loss 
of Learner ℒ𝑘cannotreflect the performance 
of Learner in an episode. In other words, it 
may not be very appropriate to update the 
meta-learner’s parameters by using the 

separate lossℒ𝑘 . Thus, we take ℒ𝑎𝑣𝑔 in to 
consideration and a compound loss function 
is constructed as 

ℒ𝑇 = 𝑊1ℒ𝑘 +𝑊2ℒ𝑎𝑣𝑔  (7) 

    

where W1 and W2 are adjustable weights, 
here we let W1 + W2 ≈ 1 so that training rate 

before and after modification is as consistent 
as possible. ℒ𝑇 is simply calculated as a 
weighted sum, but with this modification, 
we can assess the performance of the model 
more accurately and update the parameters 
more effectively over an episode. 

3 Experiment & Results 
In our experiment, Mini-Image net, which is 
proposed by O. Vinyalset al. (2016), is 
created according to S. Ravi and H. 
Larochelle. (2016) we select 64 classes with 
600 samples in each class randomly for 
training, 15 and 20 classes for validation and 
testing respectively. We denote them 
as 𝒟𝑚𝑎𝑡𝑎−𝑡𝑟𝑎𝑖𝑛 , 𝒟𝑚𝑒𝑡𝑎−𝑣𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛 , and 
𝒟𝑚𝑒𝑡𝑎−𝑡𝑒𝑠𝑡𝑖𝑛𝑔 . Each meta-set 𝒟  contains 
several regular datasets𝐷 ∈ 𝒟. 
The k-shot, N-class classification task is 
used examining the performance of model, 
where for each dataset D, the training set 
consists of k labelled examples for each of N 
classes, meaning that Dtrain consists of K*N 
examples. Here, we consider the 5-shot,5-
class classification as shown in Figure2. 
First, we need to sample 5 classes from the 
meta-set and 5 samples from each of those 
classes to form Dtrain. Among the rest of 
samples in these classes, we select 15 of 
them per class to form Dtest. 

  

                  

Figure 2: An example of 5-shot 5-class image classification task (Image thumbnails are from 
Image Net) 

During experiment, we use seeds to 
randomly generate data sets, and the same 

seeds will generate the same data sets. Our 
model will be trained and update for fixed 
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times. At the same time, as a contrast, we 
train the model on two different algorithms 
(Original meta-learner and Matching 
network FCE) simultaneously using the 
same seed, which means they are trained 
under same conditions. After a certain 
number of updates, we test the performance 
of the models on the test set. In addition, the 
models are saved and fine-tuned to adapt to 
the new task, which means the different data 
set generated by different seed. Similarly, 

the performance of the models on the new 
task is evaluated for their generalization 
ability. 
For both meta-learner and our modification 
version, a CNN and a modified LSTM are 
used as learner and meta-learner respectively 
as mentioned above. All the networks’ 

Settings (including Matching Network) are 
referenced toS. Ravi and H. Larochelle. 
(2016). The result of our experiment is 
shown in Table1 and Table2. 

Table 1: Average accuracies over 500 episodes (* means the model is saved and trained for 
another 500 episodes on different datasets) 
 

Model Accuracy Accuracy(Fine-
tune)* 

Modified Meta-
Learner 

37.17+-
6.9% 39.16+-7.7% 

Meta-Learner 36.90+-
7.6% 38.37+-8.8% 

Matching Net FCE 37.02+-
7.2% - 

 
Table 2: Average accuracies over 1000 episodes (* means the model is saved and trained for 
another 1000 episodes on different datasets) 
 

Model Accuracy Accuracy(Fine-
tune)* 

Modified Meta-
Learner 

37.47+-
7.9% 

40.28+-7.7% 

Meta-Learner 36.72+-
7.6% 

36.43+-7.2% 

Matching Net FCE 37.26+-
6.8% 

- 

 

4 Discussion 
It can be seen from the experimental results 
that the modified meta-learner can converge 
more quickly with better stability, and  

 
 
performs better than the original one in 
transfer learning. This is consistent with 
what we expected. We notice that the 
matching network also has a good 
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performance in the test, which is also 
reflected in the works of S. Ravi and H. 
Larochelle. (2016). The optimization of the 
model by modifying the loss function is very 
limited. When the episodes of training are 
large enough, we think that the modified 
model and the original model should have 
the same performance. The results of 
accuracies on fine-tuned tasks show the 
effectiveness of the modification. However, 
our purpose of modifying the model is not to 
improve its accuracy in few-shot learning, 
but to improve the stability and fast learning 
ability. This is also the goal of meta-learning: 
to design models that can quickly learn new 
skills or adapt to new environments through 
a small number of training examples. 
Considering the effects of multiple losses as 
much as possible is beneficial to the 
algorithm to update the parameters of the 
model effectively, which is especially 
obvious at the beginning of training or 
transfer learning. With a quick start, we can 
save a lot of time in the training process, and 
the model can reach an ideal level faster. 
However, our modified model still has some 
shortcomings, that is, how to determine the 
weight of the compound loss function. In the 
model, the performance of the base learner 
in small sample learning is unpredictable. 
How to effectively identify the biased results 
and adjust the corresponding loss weights is 
a problem that should be carefully 
considered. This also leads to inappropriate 
weight settings that make the model even 
worse. We cannot find a more reliable way 
to solve this problem at present maybe we 
can learn some performance in the training 
process through another neural network and 
adjust these weights dynamically, but there 
is no doubt that this will bring more 
computational cost. 

We believe that the key to improve the 
performance of the meta-learner is to modify 
the algorithm itself. The assumption of 
gradient independence in the original 
algorithm is to reduce the calculation, but it 
will inevitably bring some adverse effects. 
How to remove this gradient independence 
without a considerably expensive operation 
will be a breakthrough point. In addition, the 
loss function used in the meta-learner is still 
the loss function under the learner. How to 
construct a more suitable loss function for 
meta-learner is a valuable and challenging 
task. 

5 Conclusion 
We propose a modified meta-learner. based 
on the original one [10], we eliminate the 
instability caused by the individual loss 
function by using the compound loss 
function and accelerate the training of the 
model. Experiments show that our method 
outperforms the original model and other 
algorithms in the case of less training 
episodes and transfer learning. which means 
a quick start and better generalization ability. 
Our research is still based on few-shot 
learning, but the purpose of meta-learning is 
not limited to this. It will be our future task 
to modify the algorithm itself and construct 
a more suitable loss function to make the 
model perform well in various environments. 
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